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ABSTRACT: Photochemical water splitting is a promising avenue to
sustainable, clean energy and fuel production. Gallium nitride (GaN) and
its solid solutions are excellent photocatalytic materials; however, the
efficiency of the process is low on pure GaN, and cocatalysts are required
to increase the yields. We present the first time-domain theoretical study of
the initial steps of photocatalytic water splitting on a GaN surface. Our state-
of-the-art simulation technique, combining nonadiabatic molecular dynamics
and time-dependent density functional theory, allows us to characterize the
mechanisms and time scales of the evolution of the photogenerated positive
charge (hole) and the subsequent proton transfer at the GaN/water interface.
The calculations show that the hole loses its excess energy within 100 fs and
localizes primarily on the nitrogen atoms of the GaN surface, initiating a
sequence of proton-transfer events from the surface N−H group to the
nearby OH groups and bulk water molecules. Water splitting requires hole localization on oxygen rather than nitrogen,
necessitating nonadiabatic transitions uphill in energy on pure GaN. Such transitions happen rarely, resulting in low yields of the
photocatalytic water splitting observed experimentally. We conclude that efficient cocatalysts should favor localization of the
photogenerated hole on oxygen-containing species at the semiconductor/water interface.

1. INTRODUCTION

Photocatalytic water splitting is a process of chemical
decomposition of water driven by the energy of light, most
often solar radiation. It constitutes an essential part of
photosynthesis that occurs in nature.1−3 In technological
applications, the reaction requires an appropriate catalytic
material. The catalysis can be either homogeneous4,5 or
heterogeneous.4,6−9 In the latter case, the material is usually a
nanoparticulate semiconductor with a band gap suitable for
absorption of photons in the visible range of the solar spectrum.
Further, the conduction band (CB) or valence band (VB)
edges of the catalyst should be aligned appropriately for driving
the hydrogen or oxygen evolution reactions (HER or OER),
respectively.
Since the discovery of photocatalytic water splitting on TiO2

electrodes by Fujishima and Honda,10,11 significant progress has
been made in the experimental characterization and preparation
of various photocatalytic materials,12−19 as well as in the
theoretical description of the underlying processes and their
mechanisms.20−36 Nonetheless, the fundamental understanding
is far from being complete. One of the manifestations of the
lack of comprehensive knowledge underlying the principles
behind photocatalytic water splitting is a relatively small
quantum yield of this reaction achieved with the currently
available materials. The maximal efficiency of about 6%9,37 is

achieved in the optimized Rh2−yCryO3-loaded (Ga1−xZnx)-
(N1−xOx). Yet, the efficiency is under 1% for most
materials.15,16,19

The search for new efficient and cheap catalytic materials has
led scientists to explore a large variety of semiconductor
photocatalysts.4,6,9,13,38−43 Among them, metal oxides26,27,44,45

and oxinitrides19,46 are most popular. The latter can be
considered as either partially oxidized nitrides,47 as N-doped
oxides,48 or as oxide−nitride solid solutions.19 In recent studies
Maeda and Domen have shown that pure GaN can also be used
for water splitting under ultraviolet light irradiation,49,50

although with a relatively small yield. The yield increases in a
GaN:ZnO solid solution19,46 and especially in the presence of a
cocatalyst.37

Several authors have investigated water splitting on the
nonpolar (10-10) surface of GaN theoretically.31,51−53 They
have found that adsorption of water on the GaN surface is
dissociative: The hydroxide ions attach to the Ga sites, and the
protons cap the nitrogen sites. Recent studies have shown that
not all nitrogen sites on the GaN surface are capped with a
hydrogen and that some Ga sites are coordinated with
physisorbed, nondissociated water.53 Once the hydroxyl species
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are formed, they can participate in the molecular trans-
formations involved in the OER, eqs 1−4:

− + → − +− + •− +hS OH S O H (1)

− + + → − +•− + − +hS O H O S OOH H2 (2)

− + → − ++ • +hS OOH S O H2 (3)

− + + → − + +• + •• +hS O H O S OH O H2 2 2 (4)

Here, S represents surface. The energies of all steps have been
computed, showing that removal of the proton from the
chemisorbed OH group, eq 1, is the rate-limiting step, requiring
about 60 kcal/mol.51 A similar conclusion has been drawn for
the water splitting process on TiO2 surfaces.

22,24

Because the first step, eq 1, is rate limiting, it is very
important to understand the factors affecting its kinetics.
Particularly, the dynamics of the photogenerated hole, h+,
involved in this process must be taken into account. In this
work, we present the first time-domain ab initio study of the
initial steps of water splitting at the GaN(10-10)/water
interface. Using our nonadiabatic molecular dynamics (NA-
MD) approach formulated within the framework of time-
dependent density functional theory (TD-DFT), we obtain
valuable insights into the relaxation and migration of the
photogenerated hole as well as the subsequent proton-transfer
processes (Figure 1). The calculations allow us to formulate a

comprehensive kinetic model of the interfacial dynamics
involving charge and proton transfer. A detailed analysis of

the photoinduced transformations enables us to identify the key
factors affecting both the initial, rate-limiting step, eq 1, and the
final, recovery step, eq 4, of the photocatalytic cycle.
Our calculations show that the photogenerated hole relaxes

to the edge of the GaN VB within 100 fs. Once the hole arrives
at the surface, it localizes primarily on the nitrogen atoms and
induces proton migration from the N atom on the surface to a
nearby adsorbed hydroxyl ion, effectively converting it to H2O.
Proton transfer between the newly formed H2O and nearby
OH species, as well as proton migration to bulk water, follow.
Only rarely the photogenerated hole localizes on oxygen-
containing species, as required by eq 1, contributing to the low
efficiency of photocatalytic water splitting on the pure GaN
surface, observed experimentally. These findings allow us to
conclude that efficient cocatalysts should favor hole localization
on oxygen-containing species adsorbed on the catalyst surface.
The following section details the theoretical and computa-

tional methodology used to model the photoinduced chemical
dynamics at the GaN/water interface. The Results and
Discussion section is divided into subsections focusing on the
electronic structure of the interface before and after the
photoexcitation, the nonadiabatic relaxation of the photo-
generated hole, the transient hole delocalization onto water,
and the sequence of photoinduced proton-transfer steps
following the hole relaxation. The paper concludes with
formulation of a comprehensive kinetic scheme of the initial
steps involved in the photocatalytic water splitting and a
summary of the key findings.

2. THEORETICAL METHODOLOGY

In order to study the initial steps of the photocatalytic water
splitting on the GaN surface, shown schematically in Figure 1,
we perform ab initio electronic structure and MD calculations,
followed by NA-MD simulations. We consider the two states of
the photocatalytic system: The “off” state represents the system
before the photon is absorbed, and the “on” state describes the
situation after the photogenerated hole is created. We assume
that the excited electron is separated from the hole spatially: A
photon is absorbed, and the electron and hole are generated in
bulk GaN. Then, the hole travels to the GaN/water interface,
while the electron moves toward a hydrogen evolution site or
another reaction center. The analysis of the electronic structure
and dynamic properties of the neutral (“off” state) and charged

Figure 1. Schematic representation of processes involved in the
heterogeneous water oxidation process.

Figure 2. Simulation cell with its periodic images: (a) front and (b) side views.
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(“on” state) systems assists us in characterizing the effects of
the photoexcitation and the subsequent nuclear dynamics on
the initial steps of the photocatalytic water splitting. The details
of the simulation procedure are given in the following
subsections.
2.1. Ab Initio Electronic Structure and MD. The

molecular structure of the studied system is presented in
Figure 2. The simulation involves 60 atoms per unit cell,
including a GaN semiconductor slab and 12 water molecules
dispersed in the region between the surface layer and its
periodic image, corresponding approximately to the water
density of 1.0 g/cm3. Such choice of the simulation cell, along
with the appropriately selected setup for the electronic
structure calculation, provides the best compromise between
the accuracy of the system representation and the computa-
tional cost, allowing trajectories as long as 50 ps to be
computed within reasonable time by ab initio MD.
The geometry optimization, electronic structure, and

adiabatic MD calculations were performed with the Quantum
Espresso program,54 utilizing a converged plane wave basis and
a pseudopotential representation of the core electrons. In
particular, the ultrasoft pseudopotential generated within the
Perdew−Burke−Ernzerhof (PBE) generalized gradient approx-
imation (GGA) was used.55,56 Stipulated by the size of the
molecular system and the pseudopotential, the simulation cell
of the neutral system contained 312 explicit electrons, including
d-electrons of Ga atoms. As has been shown previously,53 d-
electrons of Ga are important for correct description of the
electronic structure of GaN. The size of the plane wave basis
was chosen to satisfy the 30 Ry energy cutoff. The calculations
performed on the system with the hole employed Gaussian
smearing of the orbital populations with the 0.005 Ry smearing
width. The smearing is usually required for the spin-polarized
calculations of the charged systems to avoid the problems with
convergence. However, the width of the smearing is relatively
small, and the results are not affected significantly, as
ascertained by additional calculations with varying smearing
constant. The initially optimized structure formed the starting
point for the adiabatic (Born−Oppenheimer) MD calculations.
A 50 ps trajectory was computed for the neutral system,
representing the interface prior to the photoexcitation. The
Verlet57 integration algorithm with 1 fs time step was used. The
Andersen58 thermostat was employed to maintain ambient
temperature. The initial conditions for the NA-MD simulations
were sampled from the 50 ps adiabatic trajectory, as described
in the following subsection. The molecular structures, and the
charge and spin densities were visualized and analyzed using the
VMD59 and J-ICE60 programs.
2.2. Nonadiabatic MD. In order to model relaxation of the

photogenerated hole, it is crucial to employ a methodology that
is capable of describing spontaneous transitions between
different electronic states. Extensions of MD to include such
transitions are known as NA-MD. Trajectory surface hopping
(TSH)61,62 provides one of the most common means to
perform NA-MD. The time-dependent Schrodinger equation
iℏ∂|Ψ⟩/∂t = H |Ψ⟩ is solved along the nuclear trajectory R(t).
The probability of electronic transitions between states |i⟩ and |
j⟩ is then determined from the time-dependent amplitudes
{ci(t)} of a basis set representation in the total wave function,
|Ψ(t,R)⟩ = ∑ici(t)|i(R)⟩ and from the magnitude of the
nonadiabatic coupling dij = ⟨i|d/(dt)|j⟩ . The current
simulations employed the adiabatic basis, {|i⟩}. A detailed
description of the NA-MD algorithm used,61,63 its implementa-

tion within the TD-DFT framework,64,65 and general discussion
of the NA-MD methodology66−70 can be found elsewhere. NA-
MD proved extremely useful in studies of various processes,
where the NA effects come into play. In particular, the TD-
DFT/NA-MD methodology developed and implemented in
the Prezhdo group64 has been used to study the electron
transfer in dye-sensitized semiconductor solar cells,71,72 the
electron−phonon relaxation dynamics in quantum dots,73−75

carbon nanotubes,76 and other nanoscale systems,77,78 Auger-
type processes74 and related phenomena.
The basis states {|i(R)⟩} of the photogenerated hole were

selected as a set of Kohn−Sham (KS) orbitals within some
energy range near the GaN VB edge. In particular, we chose the
energy window of about 2.5 eV below the HOMO, including
30 outermost occupied KS orbitals. The NA couplings were
computed numerically, using the approximation:79

+ ≈ ⟨ | + ⟩ − ⟨ + | ⟩d t dt
dt

i t j t dt i t dt j t( )
1

2
[ ( ) ( ) ( ) ( ) ]ij

(5)

The average magnitude of the NA couplings between all pairs
of adjacent states:

∑=
·

| |+d
T N

d
1

i
i iadj

(1)
, 1

(6)

is estimated from our calculations to be dadj
(1) = 67.90 meV. The

averaging is performed over N trajectories of duration T each.
To perform the NA-MD simulation we computed 20

nonequilibrium trajectories, starting at random configurations
from the 50 ps adiabatic MD trajectory. Thus, all starting points
corresponded to the equilibrium configurations of the system
prior to the photoexcitation. Assuming that the photogenerated
hole migrates toward the GaN/water interface while the
electron moves to another reaction site, e.g., a hydrogen
evolution center, and that the electronic structure of the system
responds instantaneously to hole generation, the system was
charged at t = 0, and the NA-MD simulations were performed
using the adiabatic KS orbital basis for the charged system. The
positive charge was compensated by the uniformly distributed
charge density of the opposite sign. The nonequilibrium NA-
MD trajectories were 1 ps in length. 200 independent stochastic
realizations of the TSH algorithm were obtained along each
trajectory, resulting in 4000 evolutions total and providing
sufficient statistical convergence for the computed properties.
In our calculations, we assume that the photogenerated

electron−hole pair rapidly dissociates. This allows us to neglect
the electron−hole interaction, which requires significantly more
expensive computational methods to be used. Such an
approximation is well justified, since it is known for many
semiconductor materials that photoexcitation yields charge
carriers separated over a large spatial extent. The electron−hole
interaction may be important during the photoexcitation
process, when the charge carriers are produced. In our
simulations, we do not consider photoexcitation explicitly and
assume that charge carrier separation has completed.

2.3. Analysis of the Proton-Transfer Dynamics. In
order to analyze the proton-transfer dynamics, which follow
relaxation of the photogenerated hole inside the GaN VB and
hole localization on the surface, we developed a generic
methodology to define automatically the reaction coordinate
for proton transfer in a complex environment. In the previous
studies of the proton-transfer dynamics,53,80,81 the reaction
coordinate was typically defined by projecting the O−H vector
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onto the O−O vector, formed by the two oxygen atoms
between which the hydrogen is transferred. If the H atom is
closer to one of the O atoms, the state corresponds to the
“reactant” configuration, while if the H atom is closer to the
other O atom, the state corresponds to the “product”
configuration. However, such procedure requires an a priori
definition of the reactant and product states, and it is hard to
apply to complex reaction coordinates involving more than
three atoms.
In our methodology, described in detail in section B of

Supporting Information, we define molecular states on the basis
of the coordination numbers of all atoms in the system. The
number of atoms located within a certain tolerance distance of
a given atom defines its coordination number. The coordina-
tion numbers of all atoms in the system form a vector with
integer components. The vector labels the molecular state. This
methodology has the following advantages: (1) It is applicable
to polyatomic systems with complex reaction coordinates. A
subset of atomic species can be used to simplify or enhance the
analysis. (2) There is no need for an a priori definition of states.
Such definition constitutes a nontrivial problem in general. (3)
New states can be automatically discovered along an MD
trajectory.
The tolerance distance is the only adjustable parameter. A

physically reasonable value for the parameter can be chosen, for
instance, based on the van der Waals or covalent radii of the
atoms involved. In our simulations, all hydrogen atoms located
closer than 1.355 Å to an oxygen atom contribute to the oxygen
coordination number. For simplicity, we focused on H atoms
coordinated to O atoms and did not consider O−O or H−H
coordination. A small variation of the tolerance distance did not
affect the results, proving robustness of the method.
Analysis of molecular states along MD trajectories provides

important information about the system and its dynamics. It
identifies the key states involved in the nuclear dynamics,
including both minima and transition states. The probability of
observing each state can be used to evaluate the state free
energy:

Δ = −F k T pln( )i iB (7)

By computing the average mean free passage times between the
states, one estimates the rates of the corresponding transitions.

3. RESULTS AND DISCUSSION

Our study indicates that the early events induced at the GaN/
water interface by photoexcitation occur in the following
sequence. Creation of an electron−hole pair causes reorganiza-
tion of the electronic structure of the interface. Then, the hole
loses energy by coupling to phonons and relaxes to the edge of
the GaN VB. Transiently during the relaxation process the hole
can hop onto the oxygen atoms of hydroxyl group and
interfacial water molecules, facilitating the first photochemical
reaction, eq 1. Ultimately, at the end of the charge-phonon
relaxation, the hole localizes on the N atoms of the surface,
initiating a sequence of proton-transfer events starting with the
proton attached to the N atoms and involving nearby surface
OH groups and water molecules. With small probability, the
hole can be thermally activated onto an oxygen atom, catalyzing
the dissociation of the O−H bond and leading to formation of
the S−O species, eq 1. It should be noted that these
mechanistically distinct steps can overlap in time, as discussed
below.

3.1. Electronic Structure of the GaN/Water Interface.
The analysis of the electronic structure by means of the
projected density of states (pDOS) provides important
information about the types of orbitals and species involved
in the hole relaxation, localization, and transfer processes. The
computed pDOS for the neutral and charged systems are
presented in Figure 3. The result for the neutral system,
describing the GaN/water interface prior to photoexcitation, is
in good agreement with the previous calculations.53 The
computed electronic band gap for the GaN subsystem is around
2.0 eV, which is notably smaller than the experimental value of
3.4 eV. This well-known shortcoming of pure DFT functionals
stems from the electron self-interaction problem. It can be
corrected by hybrid functionals and other techniques, which
however make the computational cost of NA-MD prohibitive.
The absolute value of the electronic band gap is irrelevant for
the present study, since the study focuses on the positive charge
evolving exclusively within the VB manifold.
The atomic analysis shows that the main contributions to all

frontier VB orbitals of the GaN/water interface arise from the
2p orbitals of N and O atoms. The contributions from the d
orbitals of Ga atoms and s orbitals of all atomic species are
insignificant. For the neutral system, Figure 3a, the energy of
the 2p orbitals of the O species lies lower than the energy of the
2p orbitals localized on the N species. In a hypothetical case of
the hole occupying the orbitals obtained for the neutral species,

Figure 3. Projected densities of states for (a) neutral and (b) charged (+1.0) simulation cells. The Fermi energy, EF, is set equal to the energy of the
HOMO orbital.
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the energy of the hole would be significantly smaller if it were
localized on the N species than on the O species. Note that the
hole energy increases as it moves away from the VB edge. If the
hole is prepared deeper in the VB, e.g., at energies 1−2 eV
below the edge, where a significant contribution from the O
atoms is present, it will eventually migrate to the N atoms,
where its energy is minimal. The back-transfer of the hole from
the N orbitals to the O orbitals is possible in principle, but it is
inhibited significantly by the Boltzmann factor, because the
energy difference between the VB edge dominated by the N
orbitals and the onset of the O orbital contributions to the VB
is rather large, about 1.0 eV (Figure 3a). For reference, kBT =
0.025 eV at room temperature. According to the hypothetical
scenario based on the band structure of the neutral system, the
hole will effectively be trapped by the N sites, preventing water
oxidation, which requires hole localization on surface hydroxyl
groups and adsorbed water molecules, eq 1.
Upon photoexcitation, the hole migrates to the GaN/water

interface, while the electron moves to another spatial part of the
system. The local region of the semiconductor around the hole
becomes positively charged. The pDOS for the charged system
is presented in Figure 3b. Note that the charged system carries
a spin of 1/2, and therefore, Figure 3b presents pDOS for spin-
up and spin-down orbitals. One can observe a significant
change in the atomic origin of the orbitals near the VB edge.
Although the HOMO is still localized on the N atoms, orbitals
as close as 0.1 eV in energy to the HOMO attain contributions
from the O atoms. Therefore, thermally activated nonadiabatic
transitions from the lower-lying N states to the O states
become much more likely. In a realistic system carrying positive
charge near the interface, there exists a considerable chance of
hole localization on the O species, making the photoinduced
water oxidation on the GaN surface feasible both thermody-
namically and kinetically.
In addition to the pDOS analysis presented above, it is

instructive to visualize hole localization on frontier orbitals. For
this purpose, we compute spin-density of the charged system
for different hole excitation energies (Figure 4). The spin-
density indicates the spatial location of the hole. As follows
from the pDOS shown in Figure 3 and illustrated in Figure 4,
for the moderate hole energies accessible by solar photons, the
hole states are supported by the overlapping 2p orbitals of the
O and N atoms. The hole created in GaN migrates toward the
surface, simultaneously losing energy to vibrations and relaxing
to the HOMO state. The partitioning of the hole between the
N and O species depends on its energy. At higher energies, the
hole is partially delocalized on the O species (Figure 4a,b). As
the hole loses energy and relaxes to its lowest state, the fraction
of the hole density supported by the OH groups decreases, and

the hole localizes on the N atoms of the GaN substrate (Figure
4c).
We note that the current study is performed using a pure

DFT functional, since it provides the computational efficiency
needed to perform the TD-DFT/NA-MD simulations in the
extended surface system. Pure DFT functionals exhibit the
electron self-interaction error82,83 and tend to favor delocalized
electronic state densities. The error can be reduced with hybrid
functionals; however, they are significantly more computation-
ally demanding in periodic calculations. In order to put our
study on a firmer theoretical ground, we performed single point
electronic structure calculations with the hybrid PBE0 func-
tional (Supporting Information, section A). This increased the
spacing between the electronic energy levels, and the GaN band
gap in particular; nevertheless, the hole in its lowest energy
state remained localized on the N atoms of the GaN surface.
The performed tests support the validity of our calculations.
Hybrid functionals were used previously by Shen et al.51 in

water oxidation studies with cluster models. In contrast to the
present results, the cluster approach predicted preferential
localization of the hole on the OH groups chemisorbed on the
GaN surface. It should be noted that cluster models may
artificially favor hole localization due to finite size of the system.
Further, for computational efficiency, Shen et al. used different
pseudopotentials for the bulk and surface atoms, creating an
asymmetry in the description of the surface and bulk regions,
possibly also increasing hole localization. By employing
periodic boundary conditions and the same level of theory
for the bulk and surface regions, the present work eliminated
these issues.
In general, as has been shown by Finazzi et al.84 with periodic

TiO2 calculations, charge localization is quite sensitive to the
details of the method employed: Hybrid functionals can
produce delocalized states; energetically close localized and
delocalized states can be obtained. Apart from the approx-
imations used in the electronic structure calculations, one may
need to account for zero-point vibrational energy,85−87 which is
neglected in most studies including the present work, as well as
for NA effects, which are included in our work for the first time.
Regardless of the approximations and possible complications

discussed above, the photoinduced reaction dynamics can be
represented as a two-step process: (1) energy relaxation and
migration of the photogenerated hole from GaN onto O
species, such as surface hydroxyl groups and molecular water;
and (2) chemical reactions induced by the hole and involving
proton transfer, eq 1. In the next subsections, we provide
detailed description of these two processes.

3.2. Nonadiabatic Relaxation of the Photogenerated
Hole. The kinetics of the hole energy relaxation is presented in

Figure 4. Electron spin-density of the charged system at various energies below the VB edge: (a) Eh = 0.22 eV; (b) Eh = 0.06 eV; (c) Eh = 0.0 eV.
The spin-density isovalue is equal to 0.0025 au. The spin-density indicates the spatial location of the hole.
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Figure 5. As schematically denoted in Figure 5a, the hole is
initially prepared in the GaN VB at a certain energy Eh. The
hole energy Eh is defined as the difference between the energies
of the HOMO and the orbital on which the hole resides at a
specific time. This quantity is minimal (0.0 eV) when the hole
is completely relaxed to the HOMO. During the relaxation
process, the average energy of the hole is a time-dependent
quantity, which can be measured directly in experiment. We
computed this quantity as a function of time for a range of
initial hole excitation energies (Figure 5b).
Figure 5b shows that the decay law of the hole energy

relaxation changes from exponential for small initial energies
(black to dark-blue lines) to Gaussian for larger excitation
energies (violet to dark-red lines). The characteristic relaxation
times are obtained by fitting of the computed curves to the
corresponding decay law. The decay times vary in the range
from 40 to 130 fs, depending on the initial excitation energy.
The simulations show that the hole relaxes to its lowest energy
state of the ultrafast time scale, which is shorter than the time
scale of the majority of chemical reactions.
The evolution of the photogenerated hole can proceed

through two different mechanisms: (1) hot hole diffusion
driven by the potential gradient near the surface, followed by
nonadiabatic relaxation; (2) nonadiabatic relaxation of the
photogenerated hole, followed by the diffusion. As suggested by
our NA-MD calculations, the time-scale of the hot hole
relaxation is on the order of 100 fs. In a large system, electrons
and holes are generated in the bulk region, far away from the
surface, and the hole needs a significantly longer time to travel
to the surface than to relax. Thus, the mechanism, in which the
hole relaxes down in energy first and then diffuses to the
surface, driven by the surface states that form the VB edge, is
most feasible. In reality, both processes proceed in parallel, and
one may need alternative approaches and larger model systems
to fully account for possible effects that arise from such
complex dynamics.
3.3. Transient Delocalization of the Hole onto Water.

As the hole relaxes down in energy by coupling to vibrational
motions and reaches the edge of the VB, it can move between
GaN and water. Since hole localization on the O species is a
prerequisite for the first step of the water splitting process, eq 1,
hole transfer onto water during the nonadiabatic relaxation
deserves investigation. Figure 6 illustrates such process for a
sample trajectory.

On a 50 fs time scale, i.e., about once during the nonadiabatic
relaxation, the hole moves from GaN to water. This allows the
hole to dwell for some time on the surface-bound hydroxyl ions
and to initiate photochemical events. It should be emphasized
that the hole delocalization onto oxygen species discussed in
this subsection happens while the hole is still “hot”, that is,
before it has relaxed to the VB edge. At higher energies, the
states supporting the hole arise from the hybridized 2p orbitals
of the O and N atoms (Figure 3). While the hole is still hot, it
contains a contribution from the 2p orbitals of oxygens, which
varies in time depending on nuclear motion. Since the hole
relaxation process is extremely fast (Figure 5) and is generally
shorter than the time scale of nuclear reorganization, the system
should already exist in a suitable nuclear configuration for the
reaction to occur. Otherwise, the hole will relax to its lowest

Figure 5. Relaxation of the photogenerated hole by coupling to vibrational motions of the atoms. (a) Schematic of the relaxation process. The hole
energy is defined relative to the HOMO energy. Deeper VB states correspond to higher hole energies. (b) Results of the nonequilibrium
nonadiabatic simulations for different initial energies of the hole.

Figure 6. Electron spin density along a relaxation trajectory: (a) Eh =
0.22 eV, t = 0 fs; (b) Eh = 0.06 eV, t = 50 fs; (c) Eh = 0.0 eV, t = 100 fs;
and (d) Eh = 0.0 eV, t > 100 fs. The spin-density isovalue is equal to
0.0025 au. The spin density indicates the spatial location of the hole.
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energy state and move back onto GaN, not causing any
chemical transformation. Since the likelihood of the appropriate
nuclear motion, making the photochemical reaction take place
on a 100 fs time scale, is rather small, the efficiency of the water
oxidation on the GaN surface is low. This agrees well with the
experimental findings.18,46

It is important to emphasize the significance of the relaxation
time scale, obtained in this work, in drawing conclusions
regarding the small water oxidation efficiency. Under the
conditions, in which the N levels are energetically more
favorable than the O levels, the ultrafast hole relaxation
dynamics deteriorates the water splitting efficiency. If the hole
relaxation were slow, then the time spent by the hole on the O-
containing species would be sufficiently long to induce the O−
H dissociation, despite the fact that the hole populated the O-
containing species only transiently. Thus, a simple static
picture, drawn on the basis of the energy of hole states localized
on different parts of the system, provides only a partial insight
into the mechanism of the water splitting reaction. In addition
to the thermodynamic feasibility, the kinetic time scales, such as
those obtained with the NA-MD method employed in this
work, are needed for a comprehensive characterization of the
process. The kinetic aspects become particularly important for
nonequilibrium phenomena initiated by light.
After the photogenerated hole has relaxed to its energy

minimum, it can be thermally excited into higher energy states
delocalized onto the O species. The energy difference between
the hole ground state and the VB states with contributions from
the O atoms is on the order of 0.1 eV (Figure 3b). The
probability of thermal activation is given by the Boltzmann
factor, which is on the order of 0.02 at room temperature. This
value represents an upper estimate for the fraction of
photogenerated holes delocalized onto water. A more accurate
estimate can be obtained by multiplying this number by the
localization of these states on the O atoms. The fraction is
rather small for the pure GaN surface; however, it can be
increased in other materials, in which the energy difference
between the hole ground state and the states localized on OH
groups is comparable to the thermal energy. In particular, this is
likely the case for systems employing oxides and oxinitrides as
cocatalysts.19,50 An ideal photocatalytic material for water
oxidation should be engineered in a way to make the ground
state of the hole localized primarily on the O-containing species
and not on the substrate. These conjectures require more
detailed studies and will be the subject of our future work.
3.4. Photoinduced Proton-Transfer Events. Our study

indicates that the most stable configuration of the neutral
system corresponds to the GaN (10-10) surface with all N
atoms passivated by dissociated water molecules (Figure 7a).
This stable configuration was maintained for the whole
duration of the 50 ps trajectory produced in our work. Less
stable configurations with the GaN surface containing
unpassivated N atoms represent local energy minima. These
states transform to the most stable configuration on a 5 ps time
scale. The above results rationalize why the initial proton-
transfer reaction, eq 1, is very unlikely, and water is not oxidized
in the neutral system.
The situation is reversed in the charged system: The

configuration with the uncapped surface nitrogen (Figure 7b)
is most stable. The proton detaches from the N atom and reacts
with the OH group to form a water molecule. In our
simulation, only one of the four surface N−H groups loses
the proton. This number is determined by the number of holes

residing on the surface. In the ideal situation of a relatively low
surface density of the holes, it can be assumed that each hole
releases one proton, as in eq 1. For higher surface hole
concentrations, the yield is expected to decrease, because some
of the holes will be pushed away from the surface by
electrostatic interactions. In realistic systems, the surface
density of the holes is relatively low, because many of the
photogenerated holes recombine with the electrons before they
can reach the surface.
It is quite interesting that the Ga atom connected to the

uncapped nitrogen carries the OH group rather than the full
water molecule, as one could intuitively expect. The latter is
coordinated to a Ga site adjacent to a capped N site. The
intuitively expected configuration is an energetically close local
minimum. These configurations are related by proton transfer
via the bridging water molecule, as illustrated in Figure 8.

The free energies of the most stable states of water on the
positively charged GaN (10-10) surface are presented in Figure
8. Figure 8A shows the lowest energy configuration with
physisorbed water molecule attached to the Ga atom that is a
second nearest neighbor to the uncapped N atom. Figure 8C
shows the second lowest energy configuration, with the
physisorbed water molecule bound to Ga that is nearest to
the uncapped N. Figure 8B shows the transition state
containing the H3O

+ cation. The free energy of B characterizes
the barrier for the proton transfer between states A and C. The
free energy barriers are 2.16 kcal/mol for the A→C transition
and 0.64 kcal/mol for the C→A transition. The time of the
proton transfer from A to C is about 1.6 ps and is equal to the

Figure 7. Representative configurations corresponding to the most
stable states of the (a) neutral and (b) charged systems.

Figure 8. Proton-transfer reaction at the GaN/water interface in the
charged system. The vertical black arrow represents the free energy
axis, the horizontal blue lines represent the free energy of the
molecular configurations (states) denoted as A−C in the panel above.

Journal of the American Chemical Society Article

dx.doi.org/10.1021/ja4029395 | J. Am. Chem. Soc. 2013, 135, 8682−86918688



sum of the times for A→B and B→C. The proton-transfer
times are calculated as the mean free passage times. Both the
free energy barriers and the transition times are in good
agreement with the experimental studies88,89 as well as with the
other theoretical works.53,80

The algorithm described in the Analysis of the Proton-
Transfer Dynamics section has automatically discovered a few
other metastable states in the charged system. Such
configurations arise from proton delocalization between
H2O−Ga and OH−Ga centers via an intermediate water
molecule, similarly to the state shown in Figure 8B. The
additional metastable states arise from the one depicted in
Figure 8B by nuclear rearrangements of surrounding water
molecules not shown in the figure. Further, in the case of the
charged slab, it is possible to observe a metastable state, in
which the proton is transferred into the bulk-like water layer.
Such state appears and disappears quite often with the mean
free passage time of 98 fs for the forward transition and 22 fs
for reverse transition. The states with the proton transferred
into the bulk-like water layer are higher in energy than those
shown in Figure 8. Thus, the proton is more likely to transfer
among the hydroxyl groups along the surface rather than diffuse
into bulk water.
It is worth noting that in configurations with uncapped N

atoms (Figure 7b), the hole localizes strongly on the nitrogens,
and the O levels move inside the VB considerably, in
comparison to the fully passivated system. The detailed studies
of the pDOS for such configurations are described in
Supporting Information, section A. Thus, we observe a positive
feedback: Hole migration toward the surface induces
deprotonation of a surface N−H site, while such deprotonation
favors hole localization on the created free-N surface site,
preventing further hole migration to the O-containing species.
This result suggests that the water oxidation efficiency can be
improved by chemically modifying the surface to minimize
deprotonation of the N−H sites.

4. CONCLUSIONS
We studied the ultrafast processes that follow the photo-
generation of a positive charge at the GaN/water interface and
constitute the initial steps of the water oxidation reaction. Using
an ab initio NA-MD approach, we characterized the quantum
dynamics of hole relaxation, mediated by coupling to nuclear
vibrations, the hole transfer from GaN to water, and the
ensuing proton-transfer events. Our calculations show that the
hole relaxes to its lowest energy state on a 100 fs time scale. In
this state, the hole is localized on the nitrogen atoms of the
substrate surface. During the energy relaxation, the hole
transiently populates the oxygen species, making the water
oxidation process possible from both kinetic and thermody-
namics points of view. The relaxation kinetics of the hole
determines its dwelling time on the surface hydroxyl groups,
and this time is about 50 fs and is too short in general, to
initiate the nuclear rearrangements required for the water
oxidation reaction, contributing to low efficiency of water
splitting on pure GaN. In order to achieve efficient water
oxidation, the photogenerated hole should localize on the
hydroxyl groups of water dissociatively adsorbed on the
substrate surface. The goal can be achieved experimentally
either by O-containing cocatalysts on pure GaN or by other
substrates, such as oxinitrides.
We found that in the absence of a hole, water molecules are

completely dissociated, occupying all Ga and N surface sites

available. The situation is qualitatively different for the charged
surface, where some protons dissociate from the surface N−H
groups and migrate near the surface. We developed a simple
and robust algorithm to discover automatically the states
involved in complex equilibria in large systems and applied it to
study the proton-transfer reactions taking place at the GaN/
water interface. We found that the hole induces deprotonation
of the surface N−H groups. The result is a hydroxonium cation
and a free, uncapped N site. The proton moves further between
the hydroxonium and the adjacent chemisorbed hydroxyl
groups or, with a smaller probability, diffuses into bulk water.
We calculated the free energy barriers for the proton transfer
along the GaN surface are 2.16 and 0.64 kcal/mol, depending
on the direction of the proton transfer among the asymmetric
surface sites. The characteristic time of the proton-transfer
reaction starting from the most stable configuration of the
charged surface is estimated as 1.6 ps. Both the free energy
barriers and the transfer rates are in good agreement with the
available experimental and theoretical studies.
Finally, based on the first-principles calculations, we

constructed a comprehensive kinetic model of the processes
taking place during the initial stages of the photoinduced water
oxidation reaction on the GaN(10-10) surface (Figure 9). The

detailed analysis of both nonequilibrium and quasi-equilibrium
processes reported in this work improves our understanding of
the fundamental principles underlying operation of photo-
catalytic systems and suggests criteria for rational design of
better photocatalytic materials. In particular, our study strongly
indicates that an efficient material for water oxidation should
favor hole localization on surface hydroxyl groups. Lacking in
pure GaN, this feature can be achieved with composite
materials, such as oxide cocatalysts, oxinitride substrates, and
their chemically modified derivatives.

■ ASSOCIATED CONTENT
*S Supporting Information
Calculations illustrating the effects of simulation cell size, DFT
functional, and surface N protonation on hole localization;
detailed description of the state-finding algorithm for proton-
transfer dynamics. This material is available free of charge via
the Internet at http://pubs.acs.org.

Figure 9. Kinetic scheme of the hole and proton migration processes
involved in the initial stages of the photocatalytic water oxidation.
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